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Mechanism design for acquisition of/stochastic evidence
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We explore two interrelated models of “hard information.” In the evidence-
acquisition model, an agent with private information searches for evidence to
show the principal about her type. In the signal-choice model, a privately in-
formed agent chooses an action generating a random signal whose realization
may be correlated with her type. The signal-choice model is a special case, and
as we show, under certain conditions, a reduced form of the evidence-acquisition
model. We develop tools for characterizing optimal mechanisms for these models
by giving conditions under which some aspects of the principal’s optimal choices
can be identified only from the information structure, without regard to the utility
functions or the principal’s priors.
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1. INTRODUCTION

We explore two models of “hard information.” In the first, the evidence-acquisition
model, the agent chooses among actions that generate random signals depending on her
type. The agent then chooses which realization to present to a principal who chooses
an action affecting both of their utilities. The second model is a special case and, un-
der some conditions, a reduced form of the evidence-acquisition model. In this signal-
choice model, the agent chooses among random signals, the realization of which the
principal observes.

Most of the literature on evidence analyzes a principal-agent model where the agent
is endowed with evidence and the question is what evidence he will disclose. Our two
models extend the usual model by considering decisions by the agent, which generate
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evidence and where there is ex ante uncertainty regarding the evidence that will ma-
terialize. Both models are natural for applications. For an example of the evidence-
acquisition model, consider a division within an organization, which wants additional
funding for a project it is developing, say, a new product. The division can develop and
test a prototype or do other market research to obtain evidence regarding the profitabil-
ity of the product. The evidence resulting from the research is random ex ante. The
division may choose which parts of its results to share with the organization.

As an example of a signal-choice model in applications, consider a lawyer who has
private information about the innocence or guilt of her client trying to persuade a judge.
When the lawyer calls a witness to the stand, she may know more about what the wit-
ness will say than the judge does, but may not be able to perfectly predict the witness’
testimony. In this sense, the witness is a random signal, the realization of which de-
pends stochastically on the lawyer’s private information. Similarly, when an agent gives
the name of a recommender to the principal, she may not know exactly what the rec-
ommender will say. In both cases, the agent effectively chooses a random variable, the
realization of which she and the principal will see together.

We develop conditions under which we can restrict attention to a relatively simple
class of mechanisms in these two classes of problems. For the evidence-acquisition
model, we identify a sufficient condition for the evidence structure to be simplifiable
in the sense that the evidence the principal requests from the agent is independent of
the utility functions and priors. Identifying this request eliminates the need to optimize
over it, making the analysis much less complex. We develop this result in Section 3.2 and
show in Section 3.3 that when the evidence structure is simplifiable, we can reduce the
evidence-acquisition model to the signal-choice model.

In Section 4, we give conditions under which we can similarly identify the signal
choice the principal requests from the agent, leading to a further simplification. Proofs
are in the Appendix.

2. MODELS

In this section, we discuss the “primitives” of the model, reserving discussion of the
specifics of the mechanism for later sections.

We consider a principal and an agent. The agent has a finite set of types T where
the realization ¢ € T is the agent’s private information. The principal’s prior over T is de-
noted 7 and is assumed to have full support. The principal has a finite set of actions X.
An element of X specifies all aspects of the principal’s action, including allocation of
goods, monetary transfers, provision of resources, or other activities. After possibly sev-
eral rounds of information exchange between the agent and the principal, the principal
chooses some x € X. The utility functions of the agent and principalare u: 7 x X — R
andv:7T x X - R, respectively.1 In what follows, we refer to (X, 7, u, v) as the payoff
structure.

1For some purposes, it is natural to also let the agent’s and/or principal’s utility depend on aspects of
the information transmission (discussed next). We avoid adding these to the utility functions as it would
complicate the notation even further, but note that adding costs of evidence acquisition (for the principal
or the agent) would not affect any of our results for the evidence-acquisition model.
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There is a set £ of all possible evidence messages, which could potentially be shown
by the agent. For simplicity, we assume £ is finite, but this is not needed for the results.
Information exchange includes the transmission of an evidence message and possibly
also includes cheap talk reports by the agent.

We consider two ways of modeling information transmission, one of which is a spe-
cial case and, under certain conditions, a reduced form of the other. First, we consider
the evidence-acquisition model, a model where the agent searches to find evidence. The
agent has a variety of ways to try to obtain evidence. This search process could be se-
quential or one-shot. Rather than model this process, we focus on its outcomes by treat-
ing the agent as choosing a probability distribution over the evidence set she ultimately
obtains. Formally, let 4, denote the set of evidence-gathering actions available to type ¢,
with typical element a € 4;, where we identify the action a with the probability distribu-
tion over evidence sets it generates. That is, a € A(25\ {#}).2 We denote a typical set of
evidence as M C L. Let M be the set of possible message sets M that can be produced.
That is, M is the collection of M such that there exists t and a € A, with M € supp(a).
The assumption that ¥ ¢ M means that the agent can always say something, even if it is
not informative, for example, “I have no evidence to present.” If M is the realized set of
messages, then the agent can present any one m € M to the principal.3

While we assume that the principal observes only the m sent by the agent and not
the chosen evidence acquisition action a, the model (implicitly) includes the possibility
that a is observable as well. To see this, suppose every set of messages that could be
realized by the agent’s choice of action « is disjoint from any set that could be realized
from a’. Then observing message m reveals the evidence-acquisition action to the prin-
cipal. Similarly, we can assume that only some distribution choices are observable or
that only some messages reveal a in this sense, so whether the distribution is observed
is itself random and/or in the control of the agent.

The model incorporates the important specific case where there is a set of tests,
say Q, where each g € Q and ¢ € T define a probability distribution over sets of evidence
messages (test results). In some settings (e.g., college admissions tests), it is natural to
assume that the principal observes the test g selected by the agent. Again, our model
allows but does not require such observability.

When we discuss the evidence-acquisition model, we refer to { 4}, as the evidence
structure.

A special case of the evidence-acquisition model is where the agent has no choice
of what message to send at the last step. Formally, this special case is when for every
t € T and every a € A;, every M € supp(a) is a singleton. For convenience, we write this
special case, the signal-choice model, differently. Instead of referring to agent’s choices
as evidence-acquisition actions, we write the set of options available to type ¢ € T as
a nonempty set S; € A(£) and refer to an s € A(L) as a signal distribution. The inter-
pretation is that if the agent chooses s € A(L), then the principal sees message m € £

ZFor any set B, A(B) is the set of probability distributions over B.

3As in the usual deterministic evidence model, the assumption that the agent can present only one mes-
sage is without loss of generality. For example, if the agent could present two messages, we would simply
replace £ with the set of pairs of messages.
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with probability s(m). Equivalently, we can think of this as the singleton message in the
realized evidence set.

Similar to our comments above about the observability of a, the model allows the
possibility that the realized m reveals the agent’s choice of s always, reveals it with some
probability, or reveals it for some s choices but not others. We refer to {S;};cr as the
signal structure.

While we discuss the details of mechanisms below, we use the following timing struc-
ture throughout. In both models, we assume the agent knows her type at the outset.
There may be cheap talk between the principal and the agent before the agent chooses
an evidence action or a signal distribution. After this, the agent sees the realization of
her action. In the evidence-acquisition case, this is a set of evidence messages and (per-
haps after further cheap talk) she can then send one evidence message to the principal.
In the signal-choice model, the principal also sees the realization, perhaps followed by
more cheap talk. After this, the principal chooses x € X.

Running example, part 1 We use the following example to illustrate ideas and results.
The principal is an employer and the agent an employee. The agent’s private informa-
tion ¢ is her productivity for the principal. Hence, the agent wants the principal to think
she has a high type and the principal wants to know the true type.

For an example of an evidence-acquisition technology in this context, suppose the
agent of type ¢ can choose a variety of ways to potentially demonstrate her ability. Each
of these options gives a probability distribution over an “outcome” she generates, where
this outcome is, on average, equal to her true type. However, she can also withhold
part of this “outcome” and show a lower realization than what she actually generates.
More formally, a € A, if and only if the following two statements are true. First, every
M € supp(a) takes the form [0, m] for some m € R;. (Note that this means the set £ in this
example is infinite, unlike in the general model. Nothing changes in the example if we
take £ to be a finite but “dense” subset of an appropriate interval of real numbers.) Note
that any a € A, corresponds to a probability distribution over R, where if the realization
of this random variable is m, this means the set of available evidence messages is [0, m].
The second property is that for any a € A;, the expectation of this associated random
variable is ¢. That is, in the case where a has a finite support,

> a(lo,m)m=1t.

[0,m]esupp(a)

The agent wants to persuade the principal that her type is large, so it is natural to con-
jecture that the option of showing a lower outcome will never be used by the agent, and
hence is irrelevant. In fact, one of our results will be that only the upper bound of a
given evidence set will be shown by the agent in an optimal mechanism. However, this
result is independent of the preferences of the agent—the same is true even in a differ-
ent problem where the agent wants to persuade the principal that her type is small (e.g.,
if the agent’s type determines the level of effort the principal wants her to exert).

For an example of signal choice, we “convert” this evidence structure into a signal
structure. Note that, in the acquisition model, the agent can pick a distribution over
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evidence sets and decide what message she will use from each set. That is, she can
choose a particular distribution over sets of the form [0, m] and decide for each upper
bound m what message m’ € [0, m] she will send to the principal. Recall that the agent
of type ¢ can only generate a distribution over sets of the form [0, m] with the property
that the expectation of the upper bound m is r. Hence, when we convert to signals,
this generates the set of signal distributions with expected value less than or equal to
t. In other words, for a signal-choice version of this example, we let S;, the set of signal
distributions for type ¢, be the set of all probability distributions on R, with expected
value less than or equal to ¢. Thus, signal distributions are either unbiased or biased
“against” the agent. One can think of this as a stylized model where the agent can give
the principal one name of a reference for the principal to contact. References cannot be
systematically biased in the agent’s favor, but the agent generally cannot predict exactly
what a given reference will say.

Related literature The usual model of evidence considers games or mechanism design
problems where the agent’s set of feasible messages is a deterministic function of her
type. Thus, by presenting a message, which is only feasible for a certain set of types, the
agent proves her type is in this set. The usual model is a special case of our evidence-
acquisition model where each type has a single evidence action that generates a single
evidence set with probability 1 and a special case of our signal-choice model where ev-
ery signal is degenerate. For early contributions in game theory, see Grossman (1981),
Milgrom (1981), and Dye (1985). For early contributions in mechanism design theory,
see Green and Laffont (1986), Glazer and Rubinstein (2004, 2006), Forges and Koessler
(2005), Bull and Watson (2007), and Deneckere and Severinov (2008). More specific con-
nections to some of these papers will be discussed below.

Several earlier papers consider models of evidence acquisition, but with few ex-
ceptions, all assume the agent does not know her type and do not consider optimal
mechanisms. Matthews and Postlewaite (1985), Che and Kartik (2009), Felgenhauser
and Schulte (2014), DeMarzo, Kremer, and Skrzypacz (2019), and Shishkin (2025) con-
sider models in which an uninformed agent chooses a test or experiment, which may
reveal information about her type. These papers vary in the specifics, but in all cases,
the agent’s action produces a probability distribution over a set of options for the agent
to reveal, as in our model. While not a model of evidence acquisition, some similar is-
sues arise in Banerjee and Chen (2025), which considers full implementation in a model
with multiple agents who have exogenously determined probability distributions over
the evidence they have available. The paper closest to ours, Ball and Kattwinkel (2025),
considers one privately informed agent and optimal mechanisms. It will be more con-
venient to discuss their model and its relationship to ours at the end of Section 3.

Our signal-choice model is related to several different literatures. There are a num-
ber of papers related to the testing/experimentation papers discussed above but where
the principal directly observes the outcome of any experiments conducted by the agent;
see, for example, Henry and Ottaviani (2019) or McClellan (2022). To the best of our
knowledge, all of these papers consider uninformed agents, unlike our model.

Similarly, the signal-choice model can be thought of as an “informed agent” version
of the Bayesian persuasion model of Kamenica and Gentzkow (2011). As in the Bayesian
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persuasion model, the agent chooses an “experiment,” which reveals information to the
principal. Our model differs from Kamenica-Gentzkow in four ways. First, we do not
assume that every possible signal is feasible. Second, we assume the agent knows her
type, though she may not know the outcome of the experiment.* Third, while Kamenica
and Gentzkow assume the principal observes the full experiment, we do not assume
this. Specifically, while we can allow the principal to observe the signal choice of the
agent as discussed above, he cannot observe the signals that would have been chosen
by other types. Finally, Kamenica and Gentzkow characterize the optimal structure for
the agent, while our mechanism design results focus on the best choice for the principal.

Deb, Pai, and Said (2018), Silva (2020), Perez-Richet and Skreta (2022), and Espinosa
® Ray (2023) also develop models that can be thought of a signal-choice models. How-
ever, these papers, while broadly related, focus on issues very different from the ones we
explore.

3. SIMPLIFICATION IN EVIDENCE ACQUISITION
3.1 General mechanisms

Using standard revelation principle-type arguments, one can show that we can re-
strict attention to a certain class of direct truth-telling mechanisms. However, these
mechanisms are rather complex for the signal-choice model and quite involved for the
evidence-acquisition model. Henceforth, we use the term protocol to refer to the se-
quence of stages of communication in a mechanism.®

For the signal-choice model, we have, in effect, an adverse selection problem (the
agent’s private knowledge regarding her type), followed by moral hazard (the agent’s un-
observed choice of a signal distribution). Thus, a variation on Myerson’s revelation and
obedience principle identifies the appropriate protocol.® First, the agent reports a type.
Then the principal recommends a signal distribution. Finally, the agent chooses some
distribution, the principal observes the realization m, and the principal chooses x € X.

In the evidence-acquisition model, the problem is much more complex. We start
with adverse selection (the agent’s type), then have moral hazard (the agent’s choice of
a distribution over evidence sets), followed by more adverse selection (the realized set
of evidence messages). Hence, we start as in the signal choice case where the agent re-
ports her type, the principal recommends an action, and the agent chooses an action.
But after this, the agent makes a report of the realized evidence set, the principal rec-
ommends a message choice from this set, and the agent sends a message. Only then
does the principal choose x € X. One can show by examples (omitted for brevity) that,
in general, each of these steps may be necessary for the principal to obtain the highest
possible payoff.

4For work on Bayesian persuasion with privately informed agents, see Perez-Richet (2014), Hedlund
(2017), Kosenko (2023), and Koessler and Skreta (2023).

5Gerardi and Myerson (2007) have shown that the revelation principle may not hold for sequential equi-
librium in dynamic environments, raising questions about our multi-stage mechanisms. However, Sugaya
and Wolitzky (2021) show that such problems do not arise in our single -agent setting.

6For similar results in the evidence literature, see Bull and Watson (2007) and Deneckere and Severinov
(2008).
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In general, this protocol can be difficult to analyze. Not only are there numerous
objects to choose with constraints that can be quite complex, but in addition (as is well
known; see, e.g., Glazer and Rubinstein (2004)), the optimum may require randomiza-
tion by the principal over what recommendation to make. Our main results establish
conditions under which we can identify the principal’s recommendations in an optimal
mechanism based only on the evidence/signal structure. Under these conditions, we
can eliminate some of the above steps, greatly simplifying the class of mechanisms we
need to consider, and thus greatly simplifying the analysis.

In this section, we consider the evidence-acquisition model, developing our sim-
plification of the signal-choice model in Section 4. We give a verbal description of the
protocol and state our main result for this model, then develop the relevant notation.

The protocol for evidence-acquisition models has seven stages. We refer to this as
the full protocol for evidence-acquisition models. Recall that M is the collection of M
such that there exists ¢ and a € A; with M € supp(a).

Stage 1. The agent makes a reportofatyper e T.

Stage 2. Given the report, the principal requests a distribution a over evidence sets.

Stage 3. The agent chooses some feasible action ¢’ and the evidence set M is real-
ized.

Stage 4. The agent makes a report M € M of her realized message set.

Stage 5. The principal proposes a message m € M for the agent to send.

Stage 6. The agent sends a message / from the set of messages she has available.

Stage 7. The principal chooses an action x as a function of the history he has ob-
served.

Our main result for evidence acquisition gives a condition on the evidence struc-
ture, which implies that each possible evidence set M has a “best” message in the sense
that, without changing the mechanism’s outcome, the principal can always ask for this
message from M if the agent reports M. This allows us to drop Stages 4 and 5, going
from the realization of the message set to the agent’s choice of an evidence message in
Stage 6. This simplification enables us to reduce the evidence-acquisition model to a
signal-choice model.

The reader may prefer to skip the following notation (which continues to the end of
this subsection) on first reading. To state the mechanism protocol formally, we use b’s to
denote the agent’s pure strategies at various stages and g’s to denote the principal’s pure
strategies. The agent chooses four objects. For stage 1, the agent chooses a reporting
strategy br : T — T. For stage 3, the agent chooses an action strategy giving her action
as a function of her true type, her report, and the principal’s recommendation, so b 4 :
T x T x A — A, where we require the agent’s choice to be feasible for her in the sense
thatb 4(¢, -, -) € A, for all ¢. For stage 4, the agent has a second reporting strategy, again a
function of all she has seen and done, so b : T x T x A x A x M — M. Finally, for stage
6, the agent has an evidence- presentation strategy, by : Tx T x Ax Ax Mx M x L — L.
Of course, we require that b/ (¢, r, a, a’, M, M, m) € M, that is, if the agent’s type is ¢, her
report r, the recommended action 4, her chosen action «’, the realized message set M,
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the reported message set M, and the requested message m, the evidence message the
agent sends must be in M, the true message set. We let Br, B 4, Brq, and B, denote the
sets of these functions, respectively.

Similarly, for stage 2, the principal chooses a recommendation strategy g4: 7 — A4,
giving his recommended action as a function of the reported type. For stage 5, he
chooses a message request strategy g, : T x A x M — L. We require that g, (r, a, M) e
M. That is, if the agent reported r, the principal requested action a, and the agent
reported evidence set M, the message the principal requests must be feasible for the
agent given her reported evidence set. For stage 7, he chooses an action strategy
gx:TxAxMxLxL— X.Let G4, Gz, and Gy denote the sets of these functions.

Let the principal’s set of pure mechanisms or pure strategies be denoted G = G 4 x
G x Gy. LetI' = A(G) with typical element y. We let (y 4, vz, yx) denote the equiva-
lent behavior strategy to y. Let B= Bt x B4 x By x By denote the agent’s set of pure
strategies. Let B € A(B) denote a typical mixed strategy for the agent.

A version of the standard revelation principle for this class of models says that with-
out loss of generality, we can restrict attention to mechanisms where it is optimal for the
agent to report truthfully and to obey the principal’s recommendations at every stage
along the equilibrium path.

To define incentive compatibility more precisely, note that any (8, v, ) induces a
probability distribution over the principal’s action x. We denote this distribution by
n(x|B,v,t). Let U(B, v, t) denote the agent’s expected utility in the mechanism vy given
strategy 8 when her type is ¢ or

UB,y, 1) =) ult,x)u(x|B, v, 1).

xeX

We say that a pure strategy b= (137, lSA, lSM, Bg) is truthful and obedient iffor all ¢, a, M,
and m, we have Er(t) =1, I;A(t, t,a) =a, l;M(t, t,a,a, M) =M, and 13[;(:, t,a,a, M, M,
m) = m. That is, the agent reports truthfully and obeys the principal at all stages.
Throughout, we use b* to denote any such honest and obedient strategy.” Note that
the outcome of the mechanism is the same for any choice of an honest and obedient
strategy.

A mechanism v for the evidence-acquisition model is incentive compatible if for all ¢,

U(b*,y,t)=U(b,y,1), VbeB

for any truthful and obedient strategy b*. (Clearly, this condition also implies that b* is
a better strategy for the agent than any mixed strategy 8 € A(B).)
Given any incentive compatible vy, let w*(x|y, ) = u(x|b*, v, t). We refer to u* as the
mechanism outcome.
“Note that there are many such strategies since we do not specify how the agent behaves on histories

inconsistent with her strategy. Truth-telling and obedience are without loss of generality on path, but not
necessarily off path.
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3.2 Simplifiability

Clearly, this is a complex protocol, giving us a complex set of mechanisms and incentive
compatibility constraints. In the rest of this section, we introduce a notion of simplifia-
bility and identify conditions under which this holds.

The idea is to identify some choices by the principal in a way, which depends on the
evidence structure but uses no information about the preferences of the principal or the
agent. The ability to identify such choices allows us to greatly reduce the complexity of
the protocol and the mechanism design problem.

More specifically, we identify the principal’s response at Stage 5. If for every possi-
ble M, there is a specific m € M that the principal will always ask for, regardless of the
preferences or other details of the model, then we can take as given that the principal
requests this message and delete Stage 5. This enables us to eliminate Stage 4 since the
agent’s report of a message set is needed only to give the principal the opportunity to
make such a recommendation. Hence, we can combine Stages 3 and 6, skipping Stages
4 and 5.

Thus, we say that an evidence structure is simplifiable if for every set of messages
M that may be some type’s evidence set, there is a message m}, € M that the principal
can always ask for, regardless of the payoff structure. More precisely, evidence structure
{A;}ier is simplifiable if for every M e M, there exists m}, € M such that for every payoff
structure (X, 7, u, v) and every incentive compatible vy given that payoff structure, there
is an incentive compatible y* for that payoff structure with the following two proper-
ties. First, v} (¢, a, M)(mj},) = 1. That is, the principal always recommends message m},
when the reported message set is M. Second, w*(x|y*, t) = u*(x|y, t) for all x € X and
t € T, so that the two mechanisms have the same outcome for every . We refer to the
message my, as the uniform evidence message for M.

As the name of this property is intended to emphasize, when an evidence structure
is simplifiable, the analysis required is indeed much simpler. By identifying the message
the principal can always request, we eliminate the need to determine the best way to use
evidence to incentivize truthful reporting. So, we have the answer to the optimization at
Stage 5 of the protocol. In addition, we eliminate the need for random requests by the
principal, a complication that is necessary in general otherwise. This means the agent
knows what message the principal will request as a function her report of her evidence
set, so we no longer require that report, eliminating Stage 4 and its associated incentive
constraints.

We show that a natural generalization of the notion of normal evidence in the litera-
ture gives a sufficient condition for an evidence structure to be simplifiable.

In the literature with exogenously given evidence, it is well known that one may need
the principal to randomize over which message to request in response to the agent’s type
report. The idea is to prevent the agent from knowing how the principal will check var-
ious possible lies, thus deterring misreporting. See Glazer and Rubinstein (2004) for
illustrative examples. As shown by Bull and Watson (2007), though, under a condition
they call normality which Lipman and Seppi (1995) had previously called the full reports
condition, this request by the principal is not needed. Normality or full reports says that
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the agent has available a message, which reveals as much information as all the mes-
sages the agent has available, a message equivalent to showing the entire set of available
messages. Thus, asking for this message is the “best” way to deter lies.

We generalize this property to evidence-acquisition models as follows. We say that
the evidence structure satisfies normality if for every M e M, there exists m}, € M such
that for every M’ € M, we have

myeM — McM.

We refer to the message mj, as the maximal evidence for M. As the notation suggests,
this will be the uniform evidence message required for simplifiability.

To understand the normality condition, note that M C M’ trivially implies m}, € M’
since mj, € M. However, we write the condition as an “if and only if,” including this triv-
ial direction, to emphasize the following idea. Intuitively, the only thing that presenting
a particular message m proves to the principal is that the agent is able to present this
message, that is, that the set of messages the agent has available includes m. With this
idea in mind, think of M’ as the principal’s “guess” about the agent’s evidence set and M
as the true set. Then when the agent presents m},, the principal learns that M’ contains
this message. The statement of normality says that this is equivalent to the principal
learning that M’ contains all of M. In this sense, showing m}, reveals exactly what show-
ing every message in M would reveal. Put differently, learning that mj, is feasible (i.e.,
that the true evidence set contains it) reveals exactly the same information about the
agent’s set of messages as learning that every message in M is feasible (i.e., is contained
in the true evidence set).

Running example, part 2 In our evidence-acquisition example, M contains every in-
terval of the form [0, m] for m € R, since each such interval can be generated with posi-
tive probability by some (actually, by any) type. Hence, it is easy to see that the most in-
formative message, mj,, for the interval [0, m] is the upper bound, m. Thatis, m}, ., =m
or, equivalently, M = [0, m},]. This is true as for any m’ € R, we have m, € [0, m'] if and
only if [0, m},] € [0, m]. Hence, our running example satisfies normality. As Theorem 1
below will indicate, this means that there is an optimal mechanism using only the upper

bounds of the intervals, regardless of the payoff structure, as asserted earlier.

THEOREM 1. Ifthe evidence structure is normal, then it is simplifiable. In particular, the
principal can restrict attention to mechanisms, which for every reported evidence set M
requests the maximal evidence from M.

REMARK 1. The proof of Theorem 1 is trivially adapted to show a stronger result. To
be specific, say that evidence message m dominates evidence message m’ if for every
M e M such that m € M, we have m’ € M. In other words, m’ is included in more evi-
dence sets (in the sense of set inclusion). We prove Theorem 1 by showing that for any
incentive compatible mechanism that asks for some message that is not maximal evi-
dence when M is reported, we can find another incentive compatible mechanism with
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the same outcome that requests the maximal evidence message for M instead. The ar-
gument only uses the fact that the maximal evidence message for M dominates in this
sense any other message in the set. Hence, replacing the initial message with any m’ and
the maximal evidence message with any m dominating it, gives a proof that we never
need to use any message that is dominated by another.

It is worth emphasizing that the presentation of a message is evidence directly about
the agent’s set of evidence, not about the agent’s type ¢. It provides evidence only indi-
rectly about ¢ since types differ in terms of which evidence sets they are likely to obtain.
To see more concretely how normality reflects this fact, consider the following example.

ExampLE 1. The agent has two types, #; and #. Each type has only one distribution
over evidence sets. Type #; obtains evidence set {m} with probability 1/2 and {m;, m2}
with probability 1/2. Type ¢, receives evidence set {m2} with probability 1. This evidence
technology violates normality. First, note that any singleton evidence set trivially has a
maximal evidence message since if M = {m}, then it is obviously true that for any M’,
m € M’ ifand only if M € M’. So, if normality fails, it is because {m1, m2} has no maximal
evidence message. It is easy to see that this is the case. For either message m’ € {m1, m»},
the singleton {m'} is also an element of M. Clearly, then m’ cannot be maximal since
m’ € {m'} but {m1, my} ¢ {m'}. In Appendix B, we show that this evidence structure is not
simplifiable.

To see why this is surprising, note that if the agent presents m; to the principal, she
proves that her type is #; as type f, never has this message available. Yet m; is not max-
imal evidence from {m, m}. Intuitively, presentation of m; proves the agent’s type but
presenting both m; and m, would prove more about the agent’s available messages than
mj proves. O

One way to understand this is to observe that in standard deterministic evidence
models, the agent’s type identifies exactly her set of available messages. In a sense, in
the current model, the agent’s full type is the pair (¢, M) where M is the set of messages
the agent has. So, in this example, unlike in deterministic evidence models, proving that
the “type” is ¢ does not prove the agent’s full type.?

The following example shows that normality is 7ot necessary for simplifiability.

ExaMPLE 2. Asin Example 1, the agent has two types, #; and #,, each of which has only
one distribution over evidence sets. Now type #; has evidence set {m, my} with prob-
ability 1, while #, obtains evidence set {m;} with probability p < 1/2 and {my} other-
wise. This evidence technology violates normality for the same reasons as in Example 1.
However, as we show in Appendix C, this evidence structure is simplifiable. More specif-
ically, any outcome achievable by an incentive compatible mechanism with this evi-
dence structure can be achieved from a mechanism, which requests 7; when the agent

8 Another way to see this point is to redefine the type space to be the set of possible (¢, M) and the set
of feasible messages for “type” (¢, M) to be M. Applying the standard definition of normality to this model
yields our definition.
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reports type #; and evidence set {m1, m}. Intuitively, this is the message #, is least likely
to be able to imitate and this means it is best for deterring deviations. Note that when an
evidence structure is normal, the maximal evidence message also has the property that
itis the message in the evidence set that other types are least likely to have available. ¢

Necessary and sufficient conditions for simplifiability are not straightforward. Nec-
essary conditions, in particular, are difficult to obtain as they hinge on many details
regarding the variety of distributions over evidence sets that are possible. For example,
the properties of some evidence set M only matter if M has positive probability under
the evidence-acquisition actions chosen in some optimal mechanism. Hence, we can-
not separate necessary properties on the evidence structure from a characterization of
which actions are “needed,” a difficult undertaking in its own right.

One way to understand normality is to observe that it is necessary and sufficient
for a stronger version of simplifiability. Note that normality only depends on M, the
collection of possible message sets, not which type might have which set. Examples 1
and 2 give evidence structures with the same M but one is simplifiable and one is not.
In fact, normality is the unique condition with this property.

To state this more precisely, define an evidence structure to be robustly simplifiable
if it is simplifiable and every type space and evidence structure with the same M is also
simplifiable. Because normality only depends on M and implies simplifiability, it is
clearly sufficient for robust simplifiability. In Appendix D, we show that normality is
also necessary for robust simplifiability.

Theorem 1 implies that we can use a simpler protocol under normality or, more gen-
erally, simplifiability. Since the principal can always recommend the uniform evidence
message for any reported message set, we do not need the stage where he makes this
recommendation. Hence, we do not need the agent to report the message set since the
mechanism does not depend on it.

We refer to the following as the abbreviated protocol for evidence acquisition:

Stage 1. The agentreportsat e T.

Stage 2. Given the report, the principal recommends a distribution over evidence
sets for the agent.

Stage 3. The agent chooses a distribution and the evidence set M is realized.

Stage 4. The agent sends a message m from the set of available messages M.

Stage 5. The principal chooses an action as a function of the history he has observed,
namely the agent’s report, the recommended distribution, and the message m.

Again, the reader may wish to skip the following definitions and proceed directly to
Corollary 1 below. We abuse notation by using the same notation to denote strategies
for this protocol. Hence, a pure strategy for the agent is now b = (br, b 4, b;) where
br:T—Tandby:T xT x A— Aasbefore. Also, b, : T xT x Ax A x M — L where
be(t,r,a,a', M) e M gives the message the agent sends as a function of her true type ¢,
her reported type r, the principal’s recommended distribution «, the distribution she
actually chose a, and the realized set M. A pure strategy for the principal is g = (g4, gx)
where g : T — A, withgy(t) € A;and gx : T x A x L — X gives the principal’s choice
of x as a function of the agent’s report, the recommended distribution, and the observed



Theoretical Economics 21 (2026) Acquisition of/stochastic evidence 111

message. Again, we denote the agent’s pure strategies by B = By x B4 x B, and the
principal’s pure strategies by G = G 4 x Gx.

The definition of incentive compatibility for this class of mechanisms is similar to
the preceding. Briefly, incentive compatibility requires that an optimal strategy for the
agent is to report ¢ truthfully (so b7 (¢) = 1), to follow the principal’s recommendation (so
b 4(t, t, a) = a), and to use the uniform evidence message (so b, (¢, t, a, a, M) = m},).

We have the following corollary, proved in Appendix E.

COROLLARY 1. Assume the evidence structure is normal or more generally simplifi-
able. Then for any incentive compatible mechanism in the full protocol for evidence-
acquisition models, there is an incentive compatible mechanism for the abbreviated pro-
tocol with the same outcome.

3.3 Reduction to signal choice

When the evidence structure is simplifiable, we can reduce the mechanism design
problem for the evidence-acquisition model to the mechanism design problem for the
signal-choice model. To show this, we first describe the latter. It is easy to see that we
can assume the following protocol for signal-choice.

Stage 1. The agentreportsat e 7.

Stage 2. Given the report, the principal requests a signal distribution.

Stage 3. The agent chooses a signal distribution s as a function of her type, her re-
port, and the recommendation of the principal, with the resulting message seen by the
principal.

Stage 4. The principal chooses an outcome as a function of what has been said.

Formally, let a reporting strategy for Stage 1 be denoted b7 : T — T. A pure strategy
for the principal for Stage 2 isdenoted gg: T — S. Letbg : T x T x S — Swith bg(¢,r, 5) €
S; denote a typical pure strategy for the agent for Stage 3. Finally,let gy : T x S x L > X
denote a typical pure strategy for the principal for the last stage. Abusing notation, again
let B = Bt x Bg denote the set of pure strategies for the agent and G = G x G x the set of
pure strategies for the principal in this protocol. By the revelation principle, we can fo-
cus on mechanisms vy € I with the property that any strategy b* = (b, B;) for the agent
satisfying Iﬁ(t) =tand 13§(t, t, s) = s is a best reply for the agent to y. Again, we refer to
any such b* as truthful and obedient. Given an incentive compatible mechanism vy, we
can define the mechanism outcome as the function mapping ¢ to probability distribu-
tions over X, analogously to the above. That is, we can write 4*(x|y, t) as the probability
distribution over x induced by the strategies (b*, y) given the agent’s type is 7.

In the evidence-acquisition model, we can think of the agent choosing ¢ and simul-
taneously choosing her messaging strategy, that is, her strategy for which message m to
send as a function of the realization of the message set M. As we vary the agent’s choice
of distribution and messaging strategy, we trace out a set of probability distributions
over messages m that the principal will observe. Thus, we can replace the selection of
a distribution/messaging strategy with the selection of a signal distribution. In general,
this change reduces the principal’s ability to influence the agent’s decisions and will lead
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to a less effective mechanism. However, when the evidence structure is simplifiable, the
ability to reduce to the abbreviated protocol implies that this change does not harm the
principal.

Formally, fix an evidence-acquisition model. We construct a signal-choice model
from it as follows. For any a € A and any function o : supp(a) — £ such that (M) e M,
we can define a signal s € A(£) by

s(m) =a({M|o(M) =m}).

Let 2(a) denote the set of such o functions given a and let s, ) denote the distribution
on £ induced by (a, o). Let

S = {S(a,(,)|a €A, o€ E(a)}.

The following result explains the sense in which the signal-choice model so con-
structed is equivalent to the evidence-acquisition model under simplifiability.

THEOREM 2. In the evidence-acquisition model, fix any incentive compatible mecha-
nism vy. If the evidence structure is simplifiable, there exists an incentive compatible
mechanism y* in the signal-choice model constructed from it that is equivalent to vy in
the following sense. For any truthful and obedient strategy b* for the agent in the signal-
choice model given vy*, we have

wH(xly, )= a*(x|y*, 1), VxeX,teT,
so y and y* have the same mechanism outcomes for everyt e T.

In short, given normality, or more generally, simplifiability, any outcome that can
be induced by a mechanism for the evidence-acquisition model can be induced by a
mechanism in the protocol for the associated signal-choice model.

One can consider mechanisms with different timing. For example, perhaps the
agent only comes to the principal after having generated evidence. Recognizing this, the
optimal mechanism takes into account the way the rules of the mechanism affect these
incentives. For example, this seems like a natural way to think about courts. The lawyers
know the rules of the court in advance and work to obtain evidence before bringing the
case to court. It is easy to show the analogs of Theorem 1, Corollary 1, and Theorem 2 for
this model. More specifically, it is still true that normality implies an appropriate gener-
alization of simplifiability, enabling us to use (an appropriately modified version of) the
abbreviated protocol and reduce to a version of the signal-choice model.

4. SIMPLIFICATION IN SIGNAL CHOICE

In this section, we focus on the signal-choice model, where as just shown this can be
interpreted as a reduced form of the evidence-acquisition model under simplifiability.

While simplifiability (as the name indicates) greatly simplifies the mechanism de-
sign problem, the problem is still complex. We next turn to conditions under which we
can identify the signal choice the principal requests as a function of the type.
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Recall that £ is finite. In this section, we write a signal distribution s € § as a row
vector of length #£. Fix t* and s*, §* € S;«. We say that s* is more informative than 5* if
there exists an #£ x #£ Markov matrix A such that s*A = §* and for every ¢ and every
seS;, sA e conv(S;).?

In the case where each S, is finite, we can give an equivalent statement, which will aid
in clarifying the intuition of this condition. Let S denote the matrix formed by “stacking”
the signal distributions. In other words, this is a matrix with #£ columns and a number
of rows equal to ), #S;. The first #S;, rows are the signal distributions available to #1, the
next #S;, rows those available to #,, etc. Note that if s € S; N Sy for 7 # ¢/, then s appears
(atleast) twice in the matrix. Then s* is more informative than §* if there exists a Markov
matrix A such that SA = § where the matrix S has §* in the row corresponding to s*
in S and for any row s of S corresponding to one of type ¢'s signal distributions, we have
s € conv(S;).

To see the intuition, recall Blackwell and Girshick’s (1954) (BG) comparison of exper-
iments. In their model, there are # states of the world. An experiment gives a probability
distribution over a finite set of observations as a function of the state of the world. If
there are N possible observations, we can write this as an n x N matrix E where e;; is the
probability of observation j in state i. Suppose we have two experiments, £ and F. BG
say experiment E is more informative than experiment F if there exists a Markov ma-
trix A such that EA = F. The matrix A defines a garbling of the results of experiment FE,
so this says that F can be obtained from E by adding random noise.

Thus, we can interpret our informativeness comparison as saying that the “experi-
ment” S is more informative than “experiment” S in the sense that we can obtain the
latter by adding noise to the former. To understand the sense in which S and S can be
thought of as experiments, note that the rows in an experiment correspond to states of
the world, while a row in § corresponds to a (type, signal distribution) pair. Intuitively,
just as we can think of (¢, M) as the (partly endogenous) “full type” in the evidence-
acquisition model, it is natural to think of (¢, s) as the (partly endogenous) “full type” in
the signal-choice model.

To see why the existence of A implies s is more informative than s’, suppose we have
a mechanism in which the principal recommends s’ if the agent reports that her type
is t. Suppose the principal changes the mechanism to recommend s in this situation
instead and changes no other recommendations. Suppose that the principal’s response
to messages he subsequently receives from the agent after this recommendation is to
“garble” them according to the Markov matrix A and then to respond the way the origi-
nal mechanism specified. If the agent uses signal s, then the resulting distribution over
the garbled message will be sA. By hypothesis, this is s’. Thus, the distribution over the
principal’s choice of x will be the same as in the original mechanism. Suppose that the
agent’s true type is 7, she reports ¢, and that after receiving a signal recommendation
from the principal, she uses some signal § € S;. Then the induced distribution over gar-
bled messages will be SA. By hypothesis, this is an element of conv(S;). In other words,
in the original mechanism, type ¢ could have generated this distribution over messages

9A matrix is Markov if all entries are non-negative and every row sum is 1.
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by a particular randomization over her available signals. Thus, the expected outcome
this type would generate is something she could have generated in the original mech-
anism. If the original mechanism was incentive compatible, then this deviation is not
profitable. Thus, the new mechanism is incentive compatible and generates the same
outcome as the original one.

To understand this condition better, consider the following examples.

ExamPLE 3. Suppose there are three types, so T = {11, #2, 3}, and three messages, so
L = {m1, my, m3}. The first two types have only one signal distribution each, so S, = {s1}
and S;, = {s2}, but 73 has two signal distributions so S;, = {s3, s3}. The distributions are
given by

Sll S1 1 0
Sy, s 0 1 0
SlS S3 0 1

sy 1/2 1/2 0

It seems very intuitive that if the agent claims to be 3, the principal should insist on
signal s3. It is easy to see that there is a Markov matrix A establishing that s3 is more
informative than s;. In particular, if we let

1 0 0
A=] 0 1 0},
1/2 1/2 0
we get that s1A =51, s2A = 52, and s3A = s5A = 53, so the conditions are met. O

EXAMPLE 4. Suppose T = {1, t2}, L = {m1, ma}, S; = {51}, and S, = {s2, 55} where

my ma
St1 51 1 0
Stg 52 0 1
sy 120 172

Again, it seems intuitive that if the agent claims to be #,, the principal should ask for
signal s». However, s, is not more informative than s, according to our definition. To
have s, more informative than s,, we require the Markov matrix A to satisfy, among other
properties, sjA = 51 and sp A = s,,. Itis easy to show that the only Markov matrix satisfying

these two properties is
1 0
A= .
(1 /2 1 /2)

But then s, A = (3/4, 1/4), which is not in the convex hull of (0, 1) and (1/2, 1/2). Intu-
itively, our construction has the principal changing from a mechanism where # sends
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s, to one where she sends s, by treating a message of m; as if it were a 50-50 random-
ization over m; and my and treating m as m;. But then by playing s,, > can effectively
put more probability on the principal interpreting her message as m; in this mecha-
nism than in the original, potentially creating profitable deviations. In Appendix G, we
give an example of an outcome that can only be achieved by requesting s, from 7, to
illustrate. O

ExaMPLE 5. As in Example 4, suppose T = {11, &2}, £ = {m1, m2}, S;, = {s1}, and S, =
{s2, 55}, but now we have

mi my

Sy s 1720 1/2
S, s 1/4 3/4
sy 2/3  1/3

Here, it is not obvious what signal the principal should ask type % to use since s; is “be-
tween” s and s,. However, the fact that s/, is “closer” to s; than is s, implies s, is more
informative than s/,. More specifically, letting

_(1/6 5/6
A_<5/6 1/6)’
we get siA =51, s2A =5, and s, A = (7/18, 11/18) € conv{(1/4, 3/4), (2/3,1/3)}. O

THEOREM 3. In the signal-choice model, fix any incentive compatible mechanism y with
marginal ys on Gg. If there exists t* and s*, §* € Sy such that s* is more informative
than §*, then there exists an incentive compatible mechanism (vys, vy/) satisfying the fol-
lowing two properties. First,

vs(2)(s), ift#r*ors¢{s*, 5}
Ys(0)(s) = ys(¢*)(s*) + vs () (8%), ift=r"ands=s";
0, ift=t"ands=3".

That is, v* moves any probability on recommending §* for t* to recommending s* instead.
Second, for all t,

A (xly, 1) = p*(x|y*, 1), VxeX.

That is, v and y* generate the same probability distribution over actions by the principal
foreveryteT.

REMARK 2. Theorems 1 and 3 are connected in the following way. Suppose we begin
with an evidence-acquisition model satisfying normality. By Theorem 2, we can reduce
this to a signal-choice model where each signal distribution corresponds to a choice of
a distribution over evidence sets and a messaging strategy for which message to send as
a function of the realized set. Fix a particular distribution over evidence sets and let s
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be a signal distribution generated from this choice and any messaging strategy, which
does not always select the maximal evidence message. Let s* be the signal distribu-
tion generated from the same distribution over evidence sets and the message strategy,
which does always select the maximal evidence message. Then s* is more informative
than s. (See Section I in the Appendix for proof.) Thus, the result in Theorem 1 that we
can restrict attention to mechanisms where the principal always induces use of max-
imal evidence can be thought of as an implication of the result in Theorem 3 that we
can restrict to mechanisms where the principal always induces more informative sig-
nals. We present these results separately since the reduction of the evidence-acquisition
model to the signal-choice model requires showing Theorem 1, so we cannot present
only Theorem 3.

Ball and Kattwinkel (2025) study a model where the agent reports her type and then
the principal selects a probabilistic pass—fail test out of a given set of such tests. Ball and
Kattwinkel propose a comparison of tests that is related to our notion of more informa-
tive signals. In their model, a given test 7 together with a type ¢ and an effort choice
by the agent determines a probability distribution over results where the set of results
is {0, 1}. If the agent takes effort, the agent passes the test (gets an outcome of 1) with
probability 7(7|¢) and fails otherwise. If the agent does not take effort, she fails with
probability 1.

Ball and Kattwinkel say that a test 7 is more ¢-discerning than a test 7 if there are
probabilities k; and k¢ with k; > k¢ such that

kim(7]t) + ko[1 — 7 (7]0)] = m(7t) 1)
and
ki (3]0) + ko[1 — m(30)] < m(r]t), VI #t.

Intuitively, this says that a certain kind of garbling of 7 (namely, one which puts more
weight on the success probability than the failure) gives the same success probabilities
as 7 for type ¢ and lower success probabilities for all other types.

To relate this to our more informative signals, note that they assume the test is ob-
servable by the principal (in fact, is chosen by the principal) but the agent’s effort is not.
To fit this into our framework, we think of the message observed by the principal as suc-
cess or failure on a specific test. More formally, we let 1, denote the observation by the
principal of the agent passing test = and 0, the observation of the agent failing test 7.
The signal distribution generated if type ¢ takes test 7 and exerts effort then puts proba-
bility w(7|¢t) on 1,;, 1 — 7 (7|t) on 0,, and 0 on all other messages. We denote this signal
distribution by s; (¢). If type ¢ takes test 7 but does not take effort, the signal distribution
is the degenerate distribution on 0, which we denote s?(t).

In Appendix J, we show that signal s;_r(t) is more informative than s (¢) in our sense
if and only if test 7 is 7-more discerning than 7. In this sense, in Ball and Kattwinkel’s
setting, our comparison is equivalent to theirs.

Theorem 3 implies that if type ¢ has some signal distribution s* € S; which is more
informative than any other s € S;, then the principal may as well always recommend s*
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to ¢. If every ¢ has such a most informative signal distribution, then Stage 2 of the mech-
anism protocol is not needed as we can restrict attention to mechanisms where every
type of the agent is induced to choose her most informative signal distribution. In such
a case, we can focus on the following succinct protocol.

Stage 1. The agent reports a r € T and chooses a signal distribution s. Denote a
reporting strategy by b7 : T — T and a signal distribution strategy by bg : T — S with
b(t) € S;.

Stage 2. The principal observes the report, the realized m, and chooses an outcome.
Let gx : T x £ — X denote a typical pure strategy for the principal.

Abusing notation yet again, let B = Br x Bg denote the set of pure strategies for the
agent and G the set of pure strategies for the principal in this protocol. When each type
¢t has a most informative signal distribution s}, we can focus on mechanisms y € I' with
the property that the strategy IST(t) =tand Es(t) = s} is a best reply for the agent to v.

Running example, part 3 We showed in part 2 of the example that our evidence-
acquisition technology is normal. In particular, given any realized message set of the
form [0, m], the upper bound m is the most informative message for the set. Hence,
Theorem 2 implies that we can focus on the signal-choice model where for each ¢, S; is
the set of all distributions on R, with expectation less than or equal to ¢. Since Ry is
not finite, we need to adjust the example to apply our condition. So, let £ be any finite
subset of R; containing at least T. Assume S; is the set of all probability distributions
on £ with expectation less than or equal to ¢.

We now show that the most informative signal distribution for type ¢ is the degen-
erate distribution on ¢. Fix any type t*. Let s* € S;» denote the degenerate distribution
putting probability 1 on m = ¢* and fix any other s € S;=. Let the A matrix be an identity
matrix but with the row corresponding to m = * replaced by s. That is, we let

1 0 0 0 0
1 0 0 0
A=|s(my) s(m2) s(m3) ... s(mgc_1) Ss(mgg)
0 0 0 1 0
0 0 0 0 1

Then s*A = s. Fix any other type ¢ and any s € S;. Let 5§ = §A. For m # t*, we have §(m) =
s(m) + 5(t*)s(m). For m = t*, we have 5(¢*) = §(t*)s(¢*). So,

Zﬁ(m)m = Z [§(m) + §(¢*)s(m)|m + §(¢*)s(¢*) ¢*

m m£t*
= > Smym+ > §(*)s(m)ym+ 5(¢%)s (1) 1"
m#t* m#t*

= Z §(m)m + 5(r¥) Zs(m)m

m#t*
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< Y Somym+3(r)

m#£t*
= Zﬁ(m)m <t.
m

The next-to-last line follows from s € S;« and, therefore, ), s(m)m < t*. The last in-
equality on the last line follows from § € S; and, therefore, ), §(m)m < t. So, for ev-
ery § € §;, A is a probability distribution over £ with expectation weakly less than ¢,
and hence is an element of S; and, therefore, of conv(S;). Hence, s* is more informative
thans.

Given this, the incentive compatibility constraints are that each type reports truth-
fully and chooses the signal distribution with probability 1 on her true type.

APPENDIX A: PROOF OF THEOREM 1

Assume the evidence structure is normal and fix any incentive compatible mechanism
(v4, vz, vYx). We show how to construct an incentive compatible mechanism with the
same mechanism outcome with the property that the principal always recommends m},
when the agent reports message set M, establishing that the evidence structure is sim-
plifiable.

Fix any profile (,a, M , 1) consisting of a type report { e T, a recommended dis-
tribution over evidence sets a € supp(y_4(f)), a reported message set M e M, and a re-
quested message i1 € supp(y. (7, &, M)) such that 71 # mjw If there is no such tuple, then
the principal always recommends maximal evidence, so there is nothing to prove. We
construct an alternative mechanism, which replaces the recommendation : with a rec-
ommendation of m*, in this situation and will show that this mechanism is incentive
compatible and implements the same outcome as the original mechanism. For brevity,
let h = (i, a, M), the history on which we are changing the recommendations. We use &
to denote a typical element of T x 4 x M.

Define the new mechanism,A(y*A, Yir Yy), @s fo}lows. First,A Y5 = va- Let y} sat-
isfy v} (h)(m) =y (h)(m) if h # h. Similarly, let y}.(h)(m) = yz(h)(m) for m ¢ {m, m"]b}.
Finally, let

) = {mh)(m}l) e, ifm=mg;
, if m=nm.
In other words, the probability that was on recommendation #: is moved to m}k\;[.
Let vy (h, m, m")(x) = yx (h, m, m")(x) if (h, m) # (fz, m*M)' In other words, on histo-

ries other than / and on / if the principal did not request maximal evidence, we do not
change the mechanism’s outcome. Also, for all m € £\ {m}l}, we set vy (h, m;“q, m)(x)
equal to

ye(h) i)y (h, i, m) (x) + ')’E(il)(m;;[))’X(il, my, m)(x)
ye () () + vc(ﬁ)(m}"q) '




Theoretical Economics 21 (2026) Acquisition of/stochastic evidence 119

Finally, we set y}(fz, m*

w m;;[)(x) equal to

ye () ()yx (hy i, i) () + v () (m5,) yx (b, 5, m, xx)
Y () 0R) + v () (m7,)

In other words, if m;‘W is requested and anything else is reported, then the response
is the “average response” to this form of disobedience, averaging over the cases where 7
or m;[ was requested in the original mechanism. On the other hand, if mj‘w is requested
and reported, then the response is the average response to obedience in response to a
request for either /7 or m;‘w in the original mechanism.

We first show that this change in the mechanism does not change the outcome if
the agent is truthful and obedient. The only situation in which a truthful and obedient
agent is affected by the change is when her type is 7, the principal recommends (and
she chooses) action 4, and the resulting message set is M. Conditional on history h and
obeying the principal’s recommendations, the probability of x in the new mechanism is

> yi(h)(m)yy (h, m, m)(x)

meL

meﬁ\{rh,m}l}
+0+72(f1)(m*) (h m ,m )(x)

= Y v () (m)yx (h, m, m)(x)

mel:\{r?z,m*h }
+ [ye (B () + o () (m* ﬂuwm ) (x)

= Z ye () (m)yx (h, m, m)(x).

meL

Hence, as asserted, the outcome under truth-telling is the same in the new mecha-
nism as in the original mechanism. Therefore, the agent’s expected payoff from truth-
telling and obedience is the same in the two mechanisms.

We now show that for any type ¢ and any deviation feasible for ¢ in the new mech-
anism, there is a deviation that is feasible for type ¢ in the original mechanism, which
yields the same expected payoff. Since truth-telling is superior to any feasible deviation
in the original mechanism, then truth-telling is superior to any feasible deviation in the
new mechanism.

To see this, fix any type ¢ (which may equal 7) and consider any feasible deviation.
Obviously, if the deviation involves reporting a type other than ¢, this deviation is also
available in the original mechanism and yields the same payoff in the new mechanism
as in the original one since the way the mechanism responds to such a report has not
changed. Hence, we can restrict attention to deviations, which involve reporting type .
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So, fix any such deviation. Clearly, we may as well condition on the event that the prin-
cipal requests the distribution @, the agent chooses a (which may equal a), the agent ob-
tains message set M, and reports message set M (which may equal M). Let z: M — M
give the message the agent sends as a function of the message the principal requests
from her. Then the agent’s expected payoff conditional on this event is

Y ve)m)yy (h, m, z(m) (x)u(t, x).

(x,m)eX xL

We can write this as

> ye(h)(m)yx (h, m, z(m))(x)u(t, x)

(x,m)eX x (L\{rin,m7; 1)

+YE () () Y v (b, my, z(m)) ()us, x).
xeX

We have two cases. First, suppose z(m"};;j) * m’;;[. In this case, the last term is equal to

Yoo ve@myyx (b m, z(m)) (ul, x).

(x,m)EXx{rh,m;‘\;[}

Thus, the conditional payoff to the deviation in the new mechanism is the same as the
conditional payoff in the original mechanism where the agent responds to a request for
either m or m’;/[ by sending z(m*M). So, in this case, the payoff to the deviation in the new
mechanism is the same as the payoff to a certain deviation, which was also feasible in
the original mechanism.

Second, suppose z(m’;l) = m*M In this case, the last term is equal to

Y el m)yx (h, m, m)(x)u(t, x).

(x,m)eXx{n%,m’;\;l}

In other words, the payoff in the new mechanism is the same as the payoff in the old
mechanism where the agent responds to a request for 7 with /# and a request for mj‘w
with m’;l Note that we are assuming that the deviation in the new mechanism is fea-
sible for the agent, so m;‘ﬂ € M. By the definition of normality, this implies /71 € M.
Hence, this deviation has the same payoff as a feasible deviation in the original mecha-
nism.

In either case, then the best deviation payoff in the new mechanism cannot exceed
the best deviation payoff in the original mechanism, so the new mechanism is incentive
compatible.

Clearly, we can repeat this argument as needed to obtain an incentive compatible
mechanism, which has the same mechanism outcome as y and which has the property
that y (¢, a, M)(m},) =1forall (¢,a, M) e T x A x M.
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APPENDIX B: PROOF OF COMMENT IN EXAMPLE 1

To see that this evidence structure is not simplifiable, suppose that it is. Consider the
preference structure where X = {a, b} and u(t,a) = 1 and u(¢, b) = 0 for all . Con-
sider the incentive compatible mechanism, which requests m; from {m;, m,}, always
responds to m; with a regardless of the reports, and always responds to my with b re-
gardless of the reports. It is easy to see that the agent has no incentive to misreport her
type or evidence set. Since m; yields the better outcome from {m, my}, the agent has
no incentive to disobey, so the mechanism is incentive compatible. The outcome of the
mechanism is that #; gets @ and #, gets b. It is not hard to see that there is no incentive
compatible mechanism achieving this outcome, which asks for my from {m,, m,}. Since
this mechanism would need to give #; outcome q, it would have to respond to a type
report of #1, evidence set report of {m;, m»}, and evidence presentation of m, with a. But
then #, would deviate to making this claim and presenting my, a contradiction. So, if
this evidence structure is simplifiable, it must be that the principal can always ask for
mj from {my, ma}.

But then consider the following preference structure. As above, X = {a, b} and
strictly prefers a to b. Now, though, suppose #, strictly prefers b to a. Consider the in-
centive compatible mechanism, which requests my from {m;, my}, always responds to
m1 with b, and always responds to my with a. Clearly, #; obeys when she has {m;, m2}
so this mechanism is incentive compatible. It gives a 50-50 lottery between a and b for
t; and a with probability 1 for #,. It is impossible to obtain this outcome from an in-
centive compatible mechanism that requests m; from {m;, m»}. To see this, note that
t> gets her worst possible outcome from this mechanism. So, any incentive compati-
ble mechanism with this outcome must give a for any reports followed by evidence m..
Otherwise, # could send these reports and evidence and improve her payoff. Since this
is 11’s preferred outcome, the only way to induce # to send m; when she has {my, m} is
to also respond to m; with outcome a. But then #; will claim to have evidence {m, m}
when she actually has {m;} unless this report also leads to outcome a. Then # is getting
outcome a, not the 50-50 lottery, a contradiction.

APPENDIX C: PROOF OF COMMENT IN EXAMPLE 2

Suppose we have some outcome that we implement asking #; for m; with probability
a < 1 and for m, with probability 1 — «. We can write the mechanism as

Report Request  Evidence Outcome
h, {my1, my} my my a
t1, {my, mo} mj my w1
h, {my1, my} my m wp
t, {my, mo} my my b
ta, {m1} my c
ta, {m1} my w3
ta, {ma} my Wy

tr, {m2} my d
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Incentive compatibility requires that #; prefers a to w; and b to w». Also, we can assume
without loss of generality that #, prefers a to w; and b to w». To see this, suppose, for ex-
ample, that , strictly prefers w; to a. Then we could change w; to a, satisfy #;’s incentive
constraint, and reduce #;’s incentive to claim to be #.

Note that incentive compatibility requires #, to prefer pc + (1 — p)d (where this de-
notes the lottery giving ¢ with probability p and d otherwise) to

a[pa +(1-— p)wl] +(1— a)[sz +(1- P)b]'

Since 1, prefers b to w», p < 1/2 implies that the second term above is better for her than
(1 — p)wz + pb, so incentive compatibility implies that she prefers pc + (1 — p)d to

a[pa+ (11— p)wi]+ (1 —a)[ pb+(1— p)wz] = plaa+ (1 —a)b]+ (1— p)[ew; + (1 —a)wa].

So, change the mechanism to always ask # for m; and to give

Report Request  Evidence Outcome

t1, {my, mo} my mi aa+ (1 —a)b
ty, {my1, my} my my awi + (1 — a)wy
tz, {m1} m c

ta, {m1} my w3

tp, {ma} my Wy

t2, {mz} my d

t prefers aa + (1 — @)b to aw; + (1 — a)wo, so this is incentive-compatible for her if the
original mechanism was. From the argument above, #, prefers reporting truthfully and
getting pc + (1 — p)d to claiming to be #; and getting

plaa+ (1 —a)b]+ (1 — p)[ew: + (1 — @)ws].

We have not changed anything about what happens when she reports #, so if the origi-
nal mechanism was incentive compatible, this one is as well.
Hence, the evidence structure is simplifiable.

APPENDIX D: ROBUST SIMPLIFIABILITY

Suppose, contrary to the claim, that there is an evidence structure, which is not nor-
mal but which satisfies robust simplifiability. Let M denote the collection of possible
evidence sets under this evidence structure. Since normality is violated, there is a set
My € M such that for every m € My, there is M’ € M such that m ¢ M’ but My ¢ M.
Let K be the number of messages in My and write this set as {m;, ..., mg}. For each
my € My, let M;_denote any set with m; € M; and Mo & M.

Because the evidence structure is robustly simplifiable, we must also get simplifia-
bility in the following model. Let T = {1, 11, ..., tx, tx+1}. Types #; for k < K, each have
only a single evidence acquisition action yielding evidence set M, with probability 1.
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Type tx+1 has a single evidence action whose support is all the other M’s in M. To show
that this evidence structure is not simplifiable, consider the following payoff structure.
Let X ={a, b, c}. Types t; for k < K get utility 1 from q, 0 from b, and —K from c. tx 4 is
indifferent over all outcomes.

Consider a mechanism that responds to type report #y by randomizing uniformly
over which of the K messages in My to request. If the evidence message provided
matches the request, the outcome is a. If not, the outcome is ¢. For any other type
report and evidence provision, the outcome is b. This mechanism is incentive compat-
ible and gives outcome « for fy and b for every other type. Since type tx; is indifferent
over all outcomes, truth-telling is certainly optimal for her. Any type #; # fo, kK < K, has
atmost K — 1 of the messages in M. Hence, for any such type, reporting #y gives, at best,

an expected payoff of
K—-1 1
(T)(l) + <E>(—K) <0,

so reporting honestly is better.

For any message my € My, no incentive compatible mechanism, which requests
from fy, can achieve the same outcome. Such a mechanism would have to respond to
a report of 7y and the presentation of evidence m; with outcome a to give #, the same
outcome. Since type #; has my in her evidence set, 7, would deviate to this type report
and evidence presentation rather than get outcome b. Hence, this evidence structure is
not simplifiable, and hence the original evidence structure is not robustly simplifiable.

APPENDIX E: PROOF OF COROLLARY 1

Fix an incentive compatible mechanism y = (v 4, v, yx). By Theorem 1, we can assume
without loss of generality that y. (¢, a, M)(m},) =1 for all (¢,a, M) € T x A x M where
mj, is the uniform evidence message for M. We construct a mechanism (y?, vy ) for the
abbreviated protocol, which is incentive compatible and has the same outcome as y. To
do so, firstlet y% = vy 4.

To construct y%, note that in the abbreviated protocol, y} : T x A x £ — A(X), while
in the full protocol, yx : T x A x M x L x £ — A(X) since the choice of x can depend
on the agent’s report of an evidence set and the message the principal requests, in ad-
dition to the type report, distribution recommendation, and received message as in the
abbreviated protocol.

First, consider m and a such that there is some M in the support of a such that m =
mj,. In this case, we define

> a(M)yx(t,a, M, m, m)
Mesupp(a)|m=M,,

Z a(M)

M esupp(a)|m=M,

Y}(t) a, m) =

In other words, if the agent reports ¢, the principal recommends @, and the agent shows
message m where m is consistent with the agent having obeyed the recommendation,
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then the outcome is the same randomization over outcomes as in the original mech-
anism conditional on the agent reporting ¢, the principal recommending a, the agent
obeying and then receiving and consequently reporting some set M for which the prin-
cipal requests m, and the agent providing this message.

Second, suppose m and a are such that there is no M in the support of a for which
m = mj,. In this case, let M*(m) denote any M € M such that m € M and set

Yx (t, a,m) =yx(t, a, M*(m), My ), m).

In other words, in this case, the outcome is the same as in the original mechanism where
the agent reports ¢, the principal recommends a, the agent reports evidence set M*(m),
the principal requests the maximal uniform evidence message from M*(m), and the
agent provides message m.

If the agent truthfully reports her type, follows the principal’s recommended distri-
bution a, and provides the uniform evidence message from any evidence set she obtains,
this construction implies that the resulting distribution over X in the new mechanism
will be the same as in the original mechanism. Hence, if this mechanism is incentive
compatible, it yields the same outcome as the original mechanism.

So, consider an agent of type ¢t who reports type f (which may or may not equal ¢), has
a recommended to her by the principal, chooses 4, obtains evidence set M, and sends
message m from it. Whether m and « fall into the first or second case above, the outcome
under the new mechanism is exactly the same outcome the agent could have obtained
in the original mechanism by reporting 7, choosing @, randomizing over her report of an
evidence set (a degenerate randomization in cases like the second one), and then send-
ing m. That is, any outcome the agent can generate in the new mechanism using a strat-
egy, which deviates from truth-telling, obedience, and sending uniform evidence, is an
outcome she could have generated in the original mechanism using a certain strategy,
which deviated from truth-telling and obedience. Since the original mechanism was in-
centive compatible, truth-telling and obedience were superior to this deviation. Hence,
the agent prefers truth-telling, obedience, and uniform evidence in the new mechanism
to any deviation, so the mechanism is incentive compatible.

APPENDIX F: PROOF OF THEOREM 2

Fix an incentive compatible mechanism for the evidence-acquisition model under sim-
plifiability. By Corollary 1, we can take this mechanism to be based on the abbreviated
protocol. Hence, it consists of a pair of functions y4: T — A(A) and yx : T x A x L —
A(X). For the signal choice model, a mechanism is a pair of functions v : T — A(S) and
Yy T x8x L— A(X).

Given the incentive compatible mechanism for the abbreviated protocol, we con-
struct an equivalent incentive compatible mechanism for the associated signal-choice
model as follows. Let

Ys()(S(a,0m)) = va(1)(a).
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That is, given a report of ¢, the principal recommends the signal distribution generated
by evidence distribution a followed by showing the uniform evidence message with the
same probability he recommended «a in the original mechanism. Let

y}:((tr S(u,U*)y m) = ’)’X(t, a, m)

That is, if the agent report type ¢ and the signal distribution the principal recommends
is the one corresponding to @ and uniform evidence, then the principal replies to mes-
sage m in the new mechanism the same way he replied in the original mechanism given
type report t and recommendation a.

It is easy to see that if the agent reports her type truthfully and follows the principal’s
recommended signal distribution, then the outcome is equivalent to that of the original
mechanism as defined in the statement of the theorem. If the agent deviates, this cor-
responds to a particular deviation strategy in the original mechanism, and hence can-
not be profitable for her. In particular, if type ¢ reports 7, receives the recommendation
S(a,o+), and uses signal distribution s(; 5 instead, she generates exactly the outcome she
would have generated in the original mechanism if she reported 7, received the recom-
mendation a, chose the distribution a instead, and selected a message to send using the
function 4. So, the mechanism is incentive compatible.

APPENDIX G: PROOF OF COMMENT IN EXAMPLE 4

Consider the following payoff structure. The set of outcomes is {a, b, c}. The utilities of
the two types are given by the following table:

nh t
a 0 1
b 1 0
3 -3

Suppose the mechanism recommends s, to #, and gives outcome a in response to m;
and b in response to my. Clearly, > will choose s, as this gives a 50-50 lottery over a
and b, while choosing s, would give b for sure. So, we implement the outcome giving a
for #1 and the 50-50 lottery between a and b for #,.

To see that no mechanism can implement this outcome with ¢, choosing s instead,
note that #; receives her worst possible outcome. So, any report followed by evidence m1;
must lead to an outcome of a or else #; would deviate.

Clearly, if some incentive compatible mechanism does generate this outcome with
t» choosing sy, it must respond to a type report of # and evidence presentation of my
with the 50-50 lottery between a and b. But #, could deviate to s, and generate a 50-50
lottery between this outcome and a, which she strictly prefers.

APPENDIX H: PROOF OF THEOREM 3

Fix an incentive compatible mechanism (vys, yx) where vys(#1)(51) = a > 0. Let a =
vs(t1)(s1) (where this can be 0). We construct an incentive compatible mechanism
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(v§, vx) with the same outcome where the principal recommends s to #; with prob-
ability @ + @ and never recommends 5; to 7.

For any ¢ # 1, yg(t) = ys(¢) and y% (¢, s, m) = yx (¢, s, m) for all (s, m). For s # s,
51, we have y5(1)(s) = ys(11)(s) and y% (11, s, m) = yx(t1, s, m). That is, if the agent re-
ports a type other than #;, the new mechanism is the same as the original one and if
the agent reports #1, the principal recommends signals other than s; or §; with the same
probability and treats them the same way as in the original mechanism.

Let y5(11)(51) = 0 and ¥§(#1)(s1) = @ + @. Since the principal never recommends
§1 in response to a report of # in this mechanism, we only need to specify y% (¢, s, m)
for (¢,s) = (#1,s1). For notational convenience, we enumerate the messages as £ =

{m1, ..., m} and for the Markov matrix A, we write the entry corresponding to (m;, m;)
as A; rather than Amy,mj-
Let
% « @ .
Yx (t1, 51, m;) = ata vx (1, s1, m;) + ata Z/\ij'}’X(tl» 51, mj).
j

Because all the A;'s are nonnegative and because }_; A;; = 1 for every i, we see that
v*(t1, s1, m;) is a convex combination of probability distributions over X, and hence is a
probability distribution over X.

Given this specification, suppose all types report honestly and obey the principal’s
recommendations. Obviously, if the true type ¢ # #1, we have the same outcome as be-
fore. So, suppose ¢ = t,. Then the expected outcome is

(@+&) Y sim)yx (s, m)+ Y ysn)(s) Y stmyy(n,s,m). ()

i s€8y \{s1,51} M

Substituting for y%,, the first term in equation (2) is

@ si(m)yx (1, s, mi) +a& ) si(m) Y Agyx (i, 81, m))
i i j

=a)y_ sim)yx(f, s1,m)+ &y yx(f,81,m) Y si(mi)h.
i j i

But s1A =51, so that for every j, ), s1(m;)A;; = 51(m;). Hence, this is

=a Y s10m)yx(t, s, m) +& Y 810m)yx (b, $1, my).

1 1

Substituting this for the first term in equation (2) and substituting for y§ and vy} in the
second term, we see that the expected outcome under truth-telling and obedience is the
same as under the original mechanism.

To show that the new mechanism is incentive compatible, we show that any devi-
ation from truth-telling and obedience by any type generates a distribution over out-
comes that the same type could have generated in the original mechanism. Since the
original mechanism was incentive compatible, this deviation is not profitable, so the
new mechanism is incentive compatible.
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To see that this holds, fix any type ¢ and any signal s’ € S;. If r makes any type report
other than 7, the mechanism has not changed, so the claim obviously holds. So, sup-
pose type ¢ reports type #;. If the mechanism makes any signal recommendation other
than s;, then again the mechanism is the same as before, so the claim holds. So, sup-
pose the mechanism recommends signal s; and the agent uses s’. The expected outcome
times the probability of this event is

(a+a) Zs/(mi)'}’}k((tl» s1, m;)

4

=a) s'(m)yx(n, s, m)+ay s (m))_ Ajyx(n, 81, m;).
- , :

l J

By assumption, s’A € conv(S;). Hence, we can write A =), ays* where a; > 0 for all k,
Y rar=1,and sk e 8, forall k. In particular, for every j,

k
Y s mdij =) agsk(m;).
i k
Hence, we can rewrite the above as

@ s )yx(n, s1,m) + &y aps*(D)yx (0, 81, my).
i k

This is exactly what ¢+ would generate in the original mechanism if she responded to a
recommendation of s; with s’ and a recommendation of §; by randomizing with prob-
ability a; on s*. Thus, as asserted, any expected outcome ¢ can generate in the new
mechanism is identical to some outcome she could have generated in the original mech-
anism. Hence, the new mechanism is incentive compatible.

APPENDIX I: PROOF OF REMARK 2

Fix any a and message strategy o and let s = s(4,». For the same q, let 0*(M) = mj}, for
all M e supp(a) and let s* = s(4,,+). Abusing notation, write o (M) not as the message s
sends from M but as the probability distribution over M when M is realized. So, write
o(M)(m) as the probability that message m is sent from set M. Enumerate £, the set of
all evidence messages, as my, ..., mg. If m; = mj;, we write M = M;. Since no message
can be maximal evidence for more than one evidence set, we have s*(m;) = a(M;).

Define a Markov matrix A as follows. If s*(m;) =0, then A;; =1 and A;; = 0 for j # i. If
s*(m;) > 0, then A;; = o(M;)(m;). In other words, if s* sends m; with positive probability,
then A;; is the probability that m; is the message s sends given message set M;.

Note that the jth element of s*A is

Y ostmki= Y a(M)a(M)(m)) =s(m;).
i MeM
Hence, s*A = s, as required. For any other §, the jth element of SA is

> SmpoM(m)+ Y 8m)A;

i|s*(m;)>0 i|s*(m;)=0
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or
Z S§(my)o(M;)(mj), if s*(m;) > 0;
i|s*(m;)>0
Z §(m;)o(M;)(m;) +8(m;), otherwise.
i|s*(m;)>0

In other words, §A is constructed as follows. We choose a message, say, m;, according
to distribution §. If s*(m;) = 0, then this message is sent. If s*(m;) > 0, then instead we
randomize the message to send according to the distribution o (M;).

We now show that this must be feasible for any type for whom 5 is feasible. Clearly, if
§ generates a message m;, it must be able to send that message. So, we need to show that
the randomization is feasible, that is, that whenever m; could be sent, every message
in M; is also feasible. But this follows from the fact that m; = myg,- BY definition, this
means that if the feasible setis M and m; € M, then M; € M. So, if €S, then SA € S;,
completing the proof.

APPENDIX J: PROOF OF RELATIONSHIP TO BALL AND KATTWINKEL

We first show that if s;L(t) is more informative than s (¢) in our sense, then 7 is more
t-discerning than 7. Since s;r(t) is more informative than s; (¢), there exists a Markov
matrix A such that (among other properties) s (£)A = s7 (1) and s2(¢'), s3 (1) € conv(Sy)
forall 7.

Because s;r(t/) puts positive probability only on 1; and 0; for any ¢, the only ele-
ments of A that are relevant to this calculation are the ones in the rows corresponding to
these messages. For intuition, think of A as a Markov transition matrix where element
in the kth row and nth column is the probability that message k “transitions” to mes-
sage n. So, we focus only on the transitions from 0; and 1;. Let kg denote the transition
probability from 0 to 1; and k; the transition probability from 1; to 1,.

Letting A, ,» denote the transition probability from m to m’, we can write the entry
of the vector s;_r(t)A corresponding to some message m’ as

D T ) A = 5T (1(02) X0, mr + 5T (O )AL, = [1 = 73|00 mr + T(FIOAL -
m

For m' =1, sT (1)A = s} (1) implies
[1—7(7|0)]ko + m(7|t)k1 = 7(7|0),

Ball and Kattwinkel’s first condition, equation (1).

Similarly, the component of the vector s;_r(t/ )A giving the probability on 1, is [1 —
7 (7|t')ko + 7 (7|t') k1. Since this vector is in the convex hull of S;/, the probability on
1, must be weakly less than the maximum probability any s € S, puts on this message.
But the only signal distribution in S, with nonzero probability on 1, is s; (#'). Hence, we
must have

[1— 7 (7)) ko + m (7|t k1 < 7 (7]t),

Ball and Kattwinkel’s second condition.
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Finally, we show that k1 > ko. We have that sg(t)A is in the convex hull of S;. Hence,
the component giving the probability on 1, must be less than or equal to 7 (7|¢). Itis not
hard to see that this probability is k¢ so 7 (7|t) > ko. But equation (1) (which we already
showed must hold) is equivalent to

(k1 — ko)ﬂ(f'lt) = 7T(T|t) — k.

So, 7(7|t) > ko implies ky > k.

For the converse, suppose 7 is t-more discerning than r. Fix the k¢ and k; in the
definition. Define the matrix A as follows. Set the transition probability from 0; to 1,
equal to kg, the transition probability from 1; to 1, equal to k;. Similarly, let the transi-
tion probability from 0; to 0, be 1 — k¢ and from 1; to 0, be 1 — k. Finally, for any m
other than 0; and 1, let the transition probability from m to itself be 1 (so the transition
to any different message is 0). It is easy to see that for any signal s generated by a test
other than 7, we have sA = s, so obviously sA is in the appropriate convex hull. For any ¢/
(including ¢), we have

sT(1)A=kym(7]t') + ko[1 — w(7]t')].

For ¢’ = ¢, equation (1) implies s;r(t)A = s; (t). For other ¢, Ball and Kattwinkel’s second
equation implies that s;L (') is a convex combination of s} (') and s?(t’ ) and so is in the
convex hull of Sy. Finally, just as above, sg(t’ ) = ko and k; > ko implies this is below
m(7|t). Hence, sg(t’) is also in the convex hull of S;.. So, s;r(t) is more informative than
sT(t).
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